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Synopsis (100 words) 
We evaluated the U-Net segmentation model on prostate segmentation using data from 39 patients, 
achieving a Dice score of 73.9%.  We improved segmentation performance by applying a convolutional 
neural network (CNN) to determine whether slices have prostates.  Images with prostates are then 
forwarded to a U-Net model for segmentation.  Our two-phase approach achieves a higher Dice score of 
85.2%. 

 
INTRODUCTION 
Prostate segmentation is a necessary pre-processing step for computer-aided detection and diagnosis 
algorithms for prostate disorders and associated cancers7. 
 
Convolutional neural networks (CNN) are a popular class of deep learning models3-6 that have enabled 
significant advances in image-based machine learning tasks.  The U-Net1 and V-Net2 models, which 
combine CNNs with variational autoencoders (VAEs), have recently been proposed for biomedical image 
segmentation and received significant interest. We evaluated the U-Net model on a prostate 
segmentation task using T2-weighted images from 39 patients (Dice score of 73.9%).  Using a cascading 
classifiers8 approach (classification of slices followed by segmentation of slices), we were able to increase 
the overall Dice score to 85.2%.  

 
METHODS 
Data Set 
The data set consisted of 39 patients with prostate cancer (mean age 60 years | mean PSA 8.2 ng/mL).  
Only T2-weighted images were considered in pipeline for localization. All images were collected on a 3-T 
MRI scanner (GE) using an endorectal coil. Datasets were stratified randomly by patient - training (75%) | 
testing (25%).  Ground truth prostate masks were drawn by a single, trained observer. 
 

Segmentation Model 
Images were segmented with the U-Net model1. The U-Net model combines convolutional neural 
networks (CNNs) with variational autoencoders (VAEs).   Training was performed with a cross-entry loss 
function. For the segmentation of prostate-only slices, slices without prostates were removed from the 



training set and slices were augmented with rotation and translation (using periodic boundaries).  
Performance was evaluated using Dice score calculated over all images and on individual images. 
 

Classification Model 
The goal of the classification task was to classify slices as having or not having prostates.  Our classification 
model is a convolutional neural network (CNN) based on the forward part of the U-Net model.  Labels 
were generated by identifying empty masks.  Interfacial slices were defined as those whose immediate 
slices above and below did not both have or not have a prostate. 
 

Integrated Pipeline 
For the integrated pipeline, the two models were trained using the same training set.  For the classification 
model, the training set slices were used as-is.  For training the segmentation model, empty slices were 
removed, and the remaining slices were augmented.  For testing, classification model was applied to the 
testing set slices. Slices predicted to have prostates were passed to the segmentation model.  The Dice 
score was calculated over all images passed to the segmentation phase. 
  

RESULTS 
We trained and tested the U-Net model on prostate segmentation of T2-weighted images.  The model 
achieved a maximum overall Dice score of 73.9% with 100 training epochs.  Attempts to improve the 
results with additional training epochs resulted in the model overfitting by outputting only empty masks 
(see Figure 1).  When trained and tested only on images with prostates, augmented with rotations and 
translations, the model achieved an improved Dice score of 87.8% after 750 training epochs. Our results 
suggest that the U-net is more effective at segmentation when images without prostates are filtered out 
before segmentation. 
 
Based on our results with prostate-only images, we designed a pipeline of cascading classifiers. Images 
are first classified as having prostates or not using a separate classification model; images predicted to 
have prostates are then segmented using the U-Net model. 
 
Our classification model is based on the forward Convolutional Neural Network (CNN) of the U-Net model.  
In a 4-fold cross-fold validation, our classification model achieved a per-slice accuracy of 89.1%.  We 
analyzed the misclassified slices and found that 46.0% of the misclassified slices were interfacial.  When 
the interfacial slices were excluded from the accuracy calculation, our classification accuracy went up to 
93.5%. 
 
The complete cascading classifiers pipeline achieved a Dice score of 85.2%, close to the Dice score 
achieved by the segmentation model on images filtered by their ground truth labels. 

 
DISCUSSION AND CONCLUSION 
The U-Net and V-Net models have recently been proposed for biomedical image segmentation and 
received significant interest.  We evaluated the U-Net model on our data set and found that it generated 
a large number of false predictions.  When applied only to slices with prostates, the Dice score of the U-
Net model increased from 73.9% to 87.8%.  In response, we proposed dividing the segmentation problem 
into two sub-tasks: classification followed by segmentation.   The classification model is able to accurately 
classify 89.1% of the slices.  A pipeline integrating the two models achieved a Dice score of 85.2%.  Our 
approach represents a simple but practical way to improve the segmentation performance of the U-Net 
model.  Future work will focus on improving the accuracy of the classification model. 
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Figure 1 Histograms of Per-Image Dice Scores 

 



 
Figure 2 Image and Masks for a Single Patient 

 


